Probability
Probability theory is a mathematical modeling of the phenomenon of chance or randomness. If a coin is

tossed in a random manner, it can land heads or tails, but we do not know which of these will occur in a single

toss. However, suppose we let s be the number of times heads appears when the coin is tossed n times. As n

increases, the ratio f
= s/n, called the relative frequency of the outcome, becomes more stable. If the coin is

perfectly balanced, then we expect that the coin will land heads approximately 50% of the time or, in other words,

the relative frequency will approach12. Alternatively, assuming the coin is perfectly balanced, we can arrive at

the value12 deductively. That is, any side of the coin is as likely to occur as the other; hence the chance of getting

a head is 1 in 2 which means the probability of getting heads is12 . Although the speciﬁc outcome on any one toss

is unknown, the behavior over the long run is determined. This stable long-run behavior of random phenomena

forms the basis of probability theory.

A probabilistic mathematical model of random phenomena is deﬁned by assigning “probabilities” to all the

possible outcomes of an experiment. The reliability of our mathematical model for a given experiment depends

upon the closeness of the assigned probabilities to the actual limiting relative frequencies. This then gives rise

to problems of testing and reliability, which form the subject matter of statistics and which lie beyond the scope

of this text.

7.2
SAMPLE SPACE AND EVENTS
The set S of all possible outcomes of a given experiment is called the sample space. A particular outcome,

i.e., an element in S, is called a sample point. An event A is a set of outcomes or, in other words, a subset of the

sample space S. In particular, the set {a } consisting of a single sample point a ∈ S is called an elementary event.

Furthermore, the empty set
and S itself are subsets of S and so
and S are also events;
is sometimes called

the impossible event or the null event.

Since an event is a set, we can combine events to form new events using the various set operations:

(i)
A ∪ B is the event that occurs iff A occurs or B occurs (or both).

(ii)
A ∩ B is the event that occurs iff A occurs and B occurs.

(iii)
Ac, the complement of A, also written &, is the event that occurs iff A does not occur.

Two events A and B are called mutually exclusive if they are disjoint, that is, if A∩ B =
. In other words, A

and B are mutually exclusive iff they cannot occur simultaneously. Three or more events are mutually exclusive

if every two of them are mutually exclusive.


EXAMPLE 7.1

(a)
Experiment: Toss a coin three times and observe the sequence of heads (H ) and tails (T ) that appears.

The sample space consists of the following eight elements:

S = {H H H , H H T , H T H , H T T , T H H , T H T , T T H , T T T }

Let A be the event that two or more heads appear consecutively, and B that all the tosses are the same:

A = {H H H , H H T , T H H }
and
B = {H H H , T T T }

Then A ∩ B = {H H H } is the elementary event that only heads appear. The event that ﬁve heads appears is

the empty set
.

(b)
Experiment:
Toss a (six-sided) die, pictured in Fig. 7-1(a), and observe the number (of dots) that appear

on top.

The sample space S
consists of the six possible numbers, that is, S
= {1, 2, 3, 4, 5, 6}. Let A be the

event that an even number appears,
B
that an odd number appears, and C
that a prime number appears.

That is, let

A = {2, 4, 6},
B = {1, 3, 5},
C = {2, 3, 5}

Then

A ∪ C = {2, 3, 4, 5, 6} is the event that an even or a prime number occurs.

B ∩ C = {3, 5} is the event that an odd prime number occurs.

Cc= {1, 4, 6} is the event that a prime number does not occur.

Note that A and B are mutually exclusive: A ∩ B
=
. In other words, an even number and an odd number

cannot occur simultaneously.

(c)
Experiment: Toss a coin until a head appears, and count the number of times the coin is tossed.

The sample space S of this experiment is S = {1, 2, 3, . . .}. Since every positive integer is an element

of S, the sample space is inﬁnite.

Remark:
The sample space S
in Example 7.1(c), as noted, is not ﬁnite. The theory concerning such sample

spaces lies beyond the scope of this text. Thus, unless otherwise stated, all our sample spaces S shall be ﬁnite.



Fig. 7-1




EXAMPLE 7.2 (Pair of dice)
Toss a pair of dice and record the two numbers on the top.

There are six possible numbers, 1, 2, . . . , 6, on each die. Thus S consists of the pairs of numbers from 1 to 6,

and hence n(S) = 36. Figure 7-1(b) shows these 36 pairs of numbers arranged in an array where the rows are

labeled by the ﬁrst die and the columns by the second die.

Let A be the event that the sum of the two numbers is 6, and let B be the event that the largest of the two

numbers is 4. That is, let

A = {(1, 5), (2, 4), (3, 3), (4, 2), (5, 1)},
B = {(1, 4), (2, 4), (3, 4), (4, 4), (4, 3), (4, 2), (4, 1)}

Then the event “A and B” consists of those pairs of integers whose sum is 6 and whose largest number is 4 or,

in other words, the intersection of A and B. Thus

A ∩ B = {(2, 4), (4, 2)}

Similarly, “A or B ,” the sum is 6 or the largest is 4, shaded in Fig. 7-1(b), is the union A ∪ B .

EXAMPLE 7.3 (Deck of cards)
A card is drawn from an ordinary deck of 52 cards which is pictured in

Fig. 7-2(a).

The sample space S consists of the four suits, clubs (C), diamonds (D), hearts (H ), and spades (S), where

each suit contains 13 cards which are numbered 2 to 10, and jack (J ), queen (Q), king (K), and ace (A). The

hearts (H ) and diamonds (D) are red cards, and the spades (S) and clubs (C) are black cards. Figure 7-2(b)

pictures 52 points which represent the deck S
of cards in the obvious way. Let E be the event of a picture
card, or face card, that is, a Jack (J ), Queen (Q), or King (K), and let F
be the event of a heart. Then

E ∩ F
= {J H, QH, KH }, as shaded in Fig. 7-2(b).

Fig. 7-2

7.3
FINITE PROBABILITY SPACES
The following deﬁnition applies.




Deﬁnition 7.1:
Let S be a ﬁnite sample space, say S = {a1, a2, . . . , an}. A ﬁnite probability space, or probability
model, is obtained by assigning to each point aiin S a real number pi, called the probability of aisatisfying the

following properties:

(i) Each piis nonnegative, that is, pi≥ 0.

(ii) The sum of the piis 1, that is, is p1+ p2+ · · · + pn= 1.

The probability of an event A written P (A), is then deﬁned to be the sum of the probabilities of the points in A.

The singleton set
{ai}
is called an
elementary
event and, for notational convenience, we write
P (ai)

for P ({ai}).

EXAMPLE 7.4 (Experiment)
Suppose three coins are tossed, and the number of heads is recorded. (Compare

with the above Example 7.1(a).)

The sample space is S
= {0, 1, 2, 3}. The following assignments on the elements of S deﬁne a probability

space:

P (0) = 18,
P (1) = 38,
P (2) = 38,
P (3) = 18
That is, each probability is nonnegative, and the sum of the probabilities is 1. Let A be the event that at least one

head appears, and let B be the event that all heads or all tails appear; that is, let A = {1, 2, 3} and B
= {0, 3}.

Then, by deﬁnition,

P (A) = P (1) + P (2) + P (3) = 38+ 38+ 18= 78and
P (B) = P (0) + P (3) = 18+ 18= 14
Equiprobable Spaces
Frequently the physical characteristics of an experiment suggest that the various outcomes of the sample

space be assigned equal probabilities. Such a ﬁnite probability space S, where each sample point has the same

probability, will be called an equiprobable space. In particular, if S contains n points, then the probability of

each point is 1/n. Furthermore, if an event A contains r points, then its probability is r(1/n) = r/n. In other

words, where n(A) denotes the number of elements in a set A,

P (A) =


number of elements inA= n(A)

number of elements in S
n(S)




or
P (A) =


number of outcomes favorable toA
total number of possible outcomes

We emphasize that the above formula for P (A) can only be used with respect to an equiprobable space, and

cannot be used in general.

The expression at random will be used only with respect to an equiprobable space; the statement “choose

a point at random from a set
S” shall mean that every sample point in
S
has the same probability of being

chosen.

EXAMPLE 7.5
Let a card be selected from an ordinary deck of 52 playing cards. Let

A = {the card is a spade}
and
B = {the card is a face card}.

We compute P (A), P (B), and P (A ∩ B). Since we have an equiprobable space,

P (A) =


number of spades=13=1

number of cards
52
4




,
P (B) =


number of face cards=12=3

number of cards
52
13

P (A ∩ B) =


number of spade face cards=3

number of cards
52

