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Artificial Neural Networks

1.The Nervous System
The human nervous system can be broken down into three stages that may be represented in block diagram form as:
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The receptors collect information from the environment – e.g. photons on the retina.

The effectors generate interactions with the environment – e.g. activate muscles.

The flow of information/activation is represented by arrows – feed forward and feedback.

Naturally, in this module we will be primarily concerned with the neural network in the middle.

2.Basic Components of Biological Neurons
1. The majority of neurons encode their activations or outputs as a series of brief electrical pulses (i.e. spikes or action potentials).

2. The neuron’s cell body (soma) processes the incoming activations and converts them into output activations.

3. Dendrites are fibres which emanate from the cell body and provide the receptive zones that receive activation from other neurons.

4. Axons are fibres acting as transmission lines that send activation to other neurons.

5. The junctions that allow signal transmission between the axons and dendrites are called synapses. The process of transmission is by diffusion of chemicals called neurotransmitters across the synaptic cleft

Dendrites receive activation from other neurons.

■ Soma processes the incoming activations and converts them into output activations.

■ Axons act as transmission lines to send activation to other neurons.

■ Synapses the junctions allow signal transmission between the axons and dendrites.

■ The process of transmission is by diffusion of chemicals called neuro-transmitters.

3. What are Neural Networks ?

1. Neural Networks (NNs) are networks of neurons, for example, as found in real (i.e. biological) brains.

2. Artificial Neurons are crude approximations of the neurons found in

brains. They may be physical devices, or purely mathematical constructs.

3. Artificial Neural Networks (ANNs) are networks of Artificial Neurons,

and hence constitute crude approximations to parts of real brains. They

may be physical devices, or simulated on conventional computers.

4. From a practical point of view, an ANN is just a parallel computational

system consisting of many simple processing elements connected together

in a specific way in order to perform a particular task.

5. One should never lose sight of how crude the approximations are, and

how over-simplified our ANNs are compared to real brains.

4. What are Artificial Neural Networks used for?
As with the field of AI in general, there are two basic goals for neural network research:

Brain modeling : The scientific goal of building models of how real brains work. This can potentially help us understand the nature of human intelligence, formulate better teaching strategies, or better remedial actions for brain damaged patients.

Artificial System Building : The engineering goal of building efficient systems for real world applications. This may make machines more powerful, relieve humans of tedious tasks, and may even improve upon human performance. These should not be thought of as competing goals. We often use exactly the same networks and techniques for both. Frequently progress is made when the two approaches are allowed to feed into each other. There are fundamental differences though, e.g. the need for biological plausibility in brain modeling, and the need for computational efficiency in artificial system building.

5.Why are Artificial Neural Networks worth studying?
1. They are extremely powerful computational devices .

2. Massive parallelism makes them very efficient.

3. They can learn and generalize from training data – so there is no need for enormous feats of programming.

4. They are particularly fault tolerant – this is equivalent to the “graceful degradation” found in biological systems.

5. They are very noise tolerant – so they can cope with situations where normal symbolic systems would have difficulty.

6.Architecture of ANNs

1-The Single Layer Feed-forward Network consists of a single layer of weights , where the inputs are directly connected to the outputs, via a series of weights. The synaptic links carrying weights connect every input to every output , but not other way. This way it is considered a network of feed-forward type.


[image: image2]
2-Multi Layer Feed-forward Network

   The name suggests, it consists of multiple layers. The architecture of this class of network, besides having the input and the output layers, also have one or more intermediary layers called hidden layers. The computational units of the hidden layer are known as hidden neurons.
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- The hidden layer does intermediate computation before directing the   

    input to output layer.

- The input layer neurons are linked to the hidden layer neurons; the

    weights on these links are referred to as input-hidden layer weights.

- The hidden layer neurons and the corresponding weights are referred to

   as output-hidden layer weights.

- A multi-layer feed-forward network with ℓ input neurons, m1 neurons    

 In the first hidden layers, m2 neurons in the second hidden layers, and n

output neurons in the output layers is written as (ℓ - m1 - m2 – n ).

The Fig. above illustrates a multilayer feed-forward network with a

configuration (ℓ - m – n).

3-The Recurrent Networks differ from feed-forward architecture. A Recurrent network has at least one feed back loop. 
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There could be neurons with self-feedback links; that is the output of a neuron is fed back into it self as input.
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Fig. Single Layer Feed-forward Network



