11.3.Delta Learning Rule

The delta learning rule is only valid for continuous activation functions as defined before, and in the supervised training mode. The learning signal for this rule is called delta and is defined as follows
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This example discusses the delta learning rule as applied to the network shown in Figure . Training input vectors, desired responses, and initial weights are identical to those in Example . The delta learning requires 
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that the value f'(net) be computed in each step. 
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