7.Learning in Neural Networks
There are many forms of neural networks. Most operate by passing neural ‘activations’ through a network of connected neurons.

One of the most powerful features of neural networks is their ability to learn and generalize from a set of training data. They adapt the strengths/weights of the connections between neurons so that the final output activations are correct.

There are three broad types of learning:

1. Supervised Learning (i.e. learning with a teacher)

2. Reinforcement learning (i.e. learning with limited feedback)

3. Unsupervised learning (i.e. learning with no help)

This module will study in some detail the most common learning algorithms for the most common types of neural network.

1-Supervised Learning

- A teacher is present during learning process and presents expected 
   output.

- Every input pattern is used to train the network.

- Learning process is based on comparison, between network's computed  

   output and the correct expected output, generating "error".

- The "error" generated is used to change network parameters that result   

   improved performance.

2- Unsupervised Learning

- No teacher is present.

- The expected or desired output is not presented to the network.

- The system learns of it own by discovering and adapting to the structural features in the input patterns.

3- Reinforced learning

- A teacher is present but does not present the expected or desired output but only indicated if the computed output is correct or incorrect.

- The information provided helps the network in its learning process.

- A reward is given for correct answer computed and a penalty for a wrong answer.

Note : The Supervised and Unsupervised learning methods are most popular forms of learning compared to Reinforced learning.

8-The McCulloch-Pitts Neuron
This vastly simplified model of real neurons is also known as a Threshold Logic Unit :
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1. A set of synapses (i.e. connections) brings in activations from other neurons.

2. A processing unit sums the inputs, and then applies activation function.

3. An output line transmits the result to other neurons.

Using the above notation, we can now write down a simple equation for the output out of a McCulloch-Pitts neuron as a function of its n inputs ini :
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where  
[image: image3] is the neuron’s activation threshold. We can easily see that:

Note that the McCulloch-Pitts neuron is an extremely simplified model of real biological neurons. Some of its missing features such: non-binary inputs and Outputs.Nevertheless, McCulloch-Pitts neurons are computationally very powerful. One can show that assemblies of such neurons are capable of universal computation.

9.General Procedure for Building Neural Networks
Formulating neural network solutions for particular problems is a multi-stage process:

1. Understand and specify your problem in terms of inputs and required outputs, e.g. for classification the outputs are the classes usually represented as binary vectors.

2. Take the simplest form of network you think might be able to solve your problem, e.g. a simple Perceptron.

3. Try to find appropriate connection weights (including neuron thresholds) so that the network produces the right outputs for each input in its training data.

4. Make sure that the network works on its training data, and test its generalization by checking its performance on new testing data.

5. If the network doesn’t perform well enough, go back to stage 3 and try harder.

6. If the network still doesn’t perform well enough, go back to stage 2 and try harder.

7. If the network still doesn’t perform well enough, go back to stage 1 and try harder.

8. Problem solved – move on to next problem.
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