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Subsequent training steps result in weight vector adjustment as below:
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11.2.Perceptron Learning Rule
For the perceptron learning rule, the learning signal is the difference between the desired and actual neuron's response (Rosenblatt 1958). Thus, learning is supervised and the learning signal is equal to:

This example illustrates the perceptron learning rule of the network shown in Figure . The set of input training vectors is as follows:
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Correction in this step is necessary since d; # sgn(2.5). We thus obtai
updated weight vector

w?=w! +0.1(-1 - 1x,

Plugging in numerical values we obtain
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