5.Text-to-Speech Synthesis
· For many years, scientists and engineers have studied the speech production process with the goal of building a system that can start with text and produce speech automatically. In a sense, a text-to-speech synthesizer such as depicted in Figure is a digital simulation of the entire upper part of the speech chain diagram.

[image: image16.wmf]
· The input to the system is ordinary text such as an email message or an article from a newspaper or magazine. The first block in the text-to-speech synthesis system, labeled linguistic rules, has the job of converting the printed text input into a set of sounds that the machine must synthesize. The conversion from text to sounds involves a set of linguistic rules that must determine the appropriate set of sounds (perhaps including things like emphasis, pauses, rates of speaking, etc.) so that the resulting synthetic speech will express the words and intent of the text message in what passes for a natural voice that can be decoded accurately by human speech perception. This is more difficult than simply looking up the words in a pronouncing dictionary because the linguistic rules must determine how to pronounce acronyms, how to pronounce ambiguous words like read, bass, object, how to pronounce abbreviations like St. (street or Saint), Dr. (Doctor or drive), and how to properly pronounce proper names, specialized terms, etc.
· Once the proper pronunciation of the text has been determined, the role of the synthesis algorithm is to create the appropriate sound sequence to represent the text message in the form of speech. In essence, the synthesis algorithm must simulate the action of the vocal tract system in creating the sounds of speech. There are many procedures for assembling the speech sounds and compiling them into a proper sentence, but the most promising one today is called “unit selection and concatenation.” In this method, the computer stores multiple versions of each of the basic units of speech (phones, half phones, syllables, etc.), and then decides which sequence of speech units sounds best for the particular text message that is being produced. The basic digital representation is not generally the sampled speech wave. Instead, some sort of compressed representation is normally used to
· save memory and, more importantly, to allow convenient manipulation of durations and blending of adjacent sounds. Thus, the speech synthesis algorithm would include an appropriate decoder, whose output is converted to an analog representation via the D-to-A converter. Text-to-speech synthesis systems are an essential component of modern human–machine communications systems and are used to do things like read email messages over a telephone, provide voice output from GPS systems in automobiles, provide the voices for talking agents for completion of transactions over the internet, handle call center help desks and customer care applications, serve as the voice for providing information from handheld devices such as foreign language phrasebooks, dictionaries, crossword puzzle helpers, and as the voice of announcement machines that provide information such as stock quotes, airline schedules, updates on arrivals and departures of flights, etc. Another important application is in reading machines for the blind, where an optical character recognition system provides the text input to a speech synthesis system.
· Speech Analysis

· Short Time Energy
serves to differentiate voiced and unvoiced sounds in speech
from silence (background signal)
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windows

consider two windows, w(n)

– rectangular window:

• h(n)=1, 0≤n≤N-1 and 0 otherwise

– Hamming window (raised cosine window):

• h(n)=0.54-0.46 cos(2πn/(N-1)), 0≤n≤N-1 and 0 otherwise

– rectangular window gives equal weight to all N

samples in the window (n,...,n-N+1)

– Hamming window gives most weight to middle

samples and tapers off strongly at the beginning the end of the window.
Rectangular and Hamming Windows
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Short-Time Magnitude
· • short-time energy is very sensitive to large
· signal levels due to x2(n) terms

· – consider a new definition of ‘pseudo-energy’ based
· on average signal magnitude (rather than energy)
· 
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· weighted sum of magnitudes, rather than weighted sum of squares
Short-Time Average ZC Rate
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ZC Example
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ZC Definition
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