11.1.Hebbian Learning Rule
For the Hebbian learning rule the learning signal is equal simply to the neuron's output (Hebb 1949). 

[image: image14.png]Aw,-j =cox;, forj=12...,n



   

This learning rule requires the weight initialization at small random values around wi = 0 prior to learning. The Hebbian learning rule represents a purely feedforward, unsupervised learning. 
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w2 = w! + sgn(ner')x; = w' +x,

and plugging numerical values we obtain
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where the superscript on the right side of the expression denotes the
number of the current adjustment step.

Step 2 This learning step is with x, as input:

1

ne’ =w'x, = [2 -3 15 05] :2‘5 =-025

-15
The updated weights are
1
w? = w? + sgn(nel)x, = w2 —x, = -gg

2
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