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Abstract
In many systems, the need to display the signal amplitude with respect to frequency in real time system has led to the requirements of spectrum analysis. This work is concerned with the design and implementation FFT calculations based on (FPGA) technology.

A new option is available for constructing the FFT Rader-Brenner algorithm, which is FPGA. The FPGA maintains the high specificity of the ASIC while avoiding its high development cost and its inability to accommodate design modifications after production. Highly adaptable and design-flexible, (FPGAs) provide optimal device utilization through conservation of board space and system power important advantages not available with many stand-alone DSP chips. In the work, the FPGA device used is based on simulation using Xilinx Foundation Series (F3.1i) and its simulator to simulate the schematic editor. The selected device for simulation is XC-4085 from Xilinx Inc.

The method real time FFT used for implementation Rader-Brenner algorithm. The resulted operates successfully at a clock frequency upto 15MHz for real time applications. The results show that the calculating the FFT using Rader-Brenner algorithm provides the best results when the complexity and speed are considered also used less gate numbers for implementation than FFT Radix-2 and Radix-4.
الخلاصة
تتطلب الحاجة لعرض سعة الإشارة بالنسبة للتردد للزمن الحقيقي في العديد من الأنظمة إلى استخدام محلل الطيف. ويتناول هذه البحث تصميم واستخدام طريقة تحويل فورير السريع (FFT) على أساس تقنية الـ FPGA.
تعد تقنية حقل مصفوفات البوابات القابلة للبرمجة ((FPGA الخيار الجديد المتاح لتصنيع محلل القدرة. ففي الوقت الذي تحافظ فيه هذه التقنية على الخصائص العالية للـ ASIC))، فإنها تساعد في تلافي الكلفة العالية المترتبة على تطوير الجهاز وتتغلب على العجز في إمكانية تحوير تصميم الجهاز بعد الإنتاج. فبالإضافة إلى إمكانيات الـ FPGA)) العالية في التكييف ومرونة التصميم، فإنها توفر الاستخدام الأمثل للجهاز من خلال الاقتصاد في مجال اللوحة والقدرة الكهربائية المستهلكة في المنظومة. وهذه من الفوائد التي لا تتوفر في شرائح معالجات الإشارات الرقمية الجاهزة.وفي مجال بحثنا العملي، استخدمنا جهاز الـ (FPGA) المعتمد على المماثلة مستخدماً سلسلة أساسيات زايلنكس (F3-Ii) ومماثلها لتمثيل المحرر التخطيطي. وقد تم اختيار جهاز الـ XC-4085 من إنتاج شركة Xilinx Inc. لأداء عملية المماثلة (Simulation).
الطرق التي تم استخدامها لتنفيذ فورير السريع هي ولوغارتمية رادر برنر. وقد رشح عن هذه الطرق شروط تشغيل مختلفة فيما يخص الزمن الحقيقي. وقد وجد أن جهاز المصمم أنه يعمل بنجاح عند التردد صعوداً حتى 30 مليون ذبذبة في الثانية للتطبيقات في مجال الزمن الحقيقي. أما النتائج التي تم الحصول عليها، فقد بينت أن جهاز المعتمد على حسابات تحويل ترددات فورير باستخدام لوغارتمية رادر برنر يعطى النتائج الأفضل عند الأخذ بالاعتبار كلاً من السرعة والتعقيدات وكذلك في عدد البوابات عند التنفيذ مقارنتا بطريقة فورير السريع للأساس 2 و للأساس 4.
1. Introduction
To improve real-time embedded system development by integrating (FPGA) the use of modeling and simulation as a fundamental cornerstone in all development stages of system design(FFT).

1. The engineering of real-time and embedded products presents significant challenges. Real-time performance requires time response, often utilizing priority-driven control flow. The embedded nature of the systems often results in application-specific hardware components, and may entail the co-design of both hardware and software. The deployment and support of the systems must often account for unique aspects of the larger structure in which the system is embedded. Testing under actual operating conditions may be impractical, and in some cases impossible (e.g. a satellite control system). Models and Simulation are often used in the early development stages of these products [Carleton.ca, 2003.].

2. The system that is required to obtain data, emit data, or interact with its environment at precise times, is said to be a real–time system. All computer systems are in some sense real–time systems. For controlling processes or mechanisms, a real–time system is a system whose temporal performance (response time, data–acquisition period, etc.) is critical importance to the industrial systems to which it is connected [Peter, 1988.].

2. Fast Fourier Transform:
In 1965 Cooley and Tukey introduced an efficient way, later named the FFT, to implement the DFT. The most popular FFT algorithm is called the radix-2 FFT, and requires a size of FFT that is a power of two. The FFT is not a single algorithm but rather a large family of algorithms, which can increase the computational efficiency of the DFT.

The FFT operates by decomposing an N point's time domain signal into N time domain signals each composed of a single point. The second step is to calculate the N frequency spectra corresponding to these N time domain signals. Lastly, the N spectra are synthesized into a single frequency spectrum. There are basically two algorithms in FFT. One is called DIT (Decimation in time) and the other DIF (Decimation in frequency).

For both software and hardware implementations of Equations (1and 2)
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The computational efficiency is usually expressed by the number of complex multiplications and additions required or, simply, by the number of operations. Straight implementation of either Equation (1 or 2) leads to 
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operations. Typically, FFT algorithms can reduce this number to Nlog
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N.  For N=1024, the FFT algorithm is 100 times faster than the direct implementation of Equation (1 or 2).

The essence of all FFT algorithms is the periodicity and symmetry of the exponential term in Equations (1 and 2), and the possibility of breaking down a transform into a sum of smaller transforms for subsets of data. Since n and k are both integers, the exponential term is periodic with period .[Cooley and Tukey, , 1965; Bendat and Piersol, 1986; Proakis and Manolakis,  1992]

3.The Rader-Brenner radix-2 FFT DIF algorithm:


The evaluation of DFTs by conventional FFT algorithm requires complex multiplications. We shall show now that a simple complex multiplications modification of the FFT algorithm replaces these complex multiplications by multiplications of complex number by either a pure real or pure imaginary number. This is realized by computing an N-point
 DFT, with N=
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 where 
k=0,1,      ,N-1

via decimation in frequency radix-2 FFT form, which for k even, replaced k by 2k.
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(4)

And for k odd replace k by 2k+1
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(5)

where k=0,1,……,N/2-1 for k even and odd.
Thus, the first stage of decimation in frequency FFT decomposition replaces one DFT of length N by two DFTs of length N/2 at the cost of N complex additions and N/2 complex multiplications. In order to simplfy the calculation of the DFT X[2k+1], we define the (N/2)-point auxiliary sequence 
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Where

n
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We then compute the (N/2)-point DFT A[k] of 
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Or
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And since 
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With 
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Under these conditions the N/2 complex multiplications by the twiddle factors 
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 in the first stage are replaced with (N/2)-2 multiplications by the pure real numbers
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The same method is used recursively to compute the (N/2)-point transforms 
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, and then transforms of dimensions N/4,N/8, …,until decomposition is achieved. Since the multiplication of complex number by a scalar value is implemented with two real multiplications, each stage is computed with N-4 nontrivial real multiplications. We need also N complex additions for evaluating 
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plus N+2 complex additions for calculating Equation (12-13). However, two complex additions are saved in the computation of 
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The two last stages of the decomposition correspond to transforms of dimensions, 4 and 2 which are computed by the conventional FFT methods with trivial multiplications by 
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[Rader and Brenner  1976; Nussbaumer, “1980]

4. Design of FFT Rader-Brenner radix-2 FFT DIF algorithm:

The design will be introduced as top to bottom levels. It will be discussed as single unit that is divided into small units, where each one of them will be discussed separately.  The descriptions of these designed components of the project were written in VHDL and schematic editor of Xilinx Foundation (F3.1i) before implemented by using the FPGA digital technologies.

4.1 Top Level Design:


The FFT can be presented as processing element (FPGA chip) that accepts data from a source (A/D) and writes its output data into another source (RAM), as shown in Figure (1).

The data feeds into the FPGA chip with a clock supplied by the data source itself. This operation makes the design applicable for real time applications. For the output data, it is generated with the same frequency that is introduced to the chip.
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Figure (1): Block diagram of the system with FPGA chip implementation.

The FPGA chip contains the main elements of our top-level design, which is described by Figure (2).
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As shown in the Figure, the main units of the FFT are:

a. The input unit (serial in parallel out).
b. The FFT unit
c. The output unit (parallel in serial out).
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Figure (2): Block diagram of top-level design implementation.

4.2 Rader-Brenner Radix-2 DIF FFT:
[image: image61.wmf]V
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The algorithm of 8-point Rader-Brenner Radix-2 DIF FFT is shown in Figure (3).

Figure (3): 8-point Rader-Brenner DIF FFT algorithm.
In this method the four multiplications by twiddle factors 
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 in Radix-2 FFT are reduced by two real multiplications in the first stage and the subtraction of 
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 are saved to be added in last stage of FFT, but in the last two stages the travel multiplication by (-1,+1,-j and +j) as in Radix-2 DIF FFT, The algorithm of 8-point Rader-Brenner is shown in Figure (3).

The above representation of butterflies is described in Figure (4) by adder and subtractor with out multiplier because the output subtactor of the first and third butterfly are saved to the third stage of FFT.
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Figure (4): The representation of a Rader-Brenner Radix-2 DIF FFT butterflies.

The expressions describing x* and y* are:
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The inputs to the butterfly have to be described with real and imaginary parts. This gives:
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The output from butterfly will also consist of real and imaginary part and 
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 can now be expressed as:
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and the output 
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 is expressed as:
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Taking these expressions for x* and y* a butterfly component is built as shown in Figure (5).
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Figure (5) Butterfly built of adder and subtactor in block set.

Under these conditions the 4 complex multiplications (N/2) by the twiddle factors 
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 in the first stage are replaced with 2 multiplications (N/2)-2 by the pure real numbers 
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The multiplication by the real data input is implemented using one real multiplication required to form the following.
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Then take the expressions of Z and building a multiplier in block set as shown in Figure (6).
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Figure (6): A building a real multiplier component in block set.

It is very important to have good control over the ports in and out from the butterfly because they are going to be connected with other units.

The chosen structure is a Rader-Brenner. DIF structure, this choice sets the structure to connect the butterflies into an FFT. Another thing to consider is the bit input order and output order. In this case bit reversed input order is chosen and normal output order. This is to simplify the handling of the output data and to be able to have control over the implementation.

Between any two stages, D-flip-flops are placed to control the signal rate and to pipeline the system for a faster throughput, where the same registers are used at the input to one butterfly as at the output of another one.

With this requirement, an 8-point Rader-Brenner DIF FFT system design is proposed, as in schematic Figure (7) and the VHDL program of 64-point Rader-Brenner DIF FFT as in Appendix A
[image: image67.wmf]V

0


Figure (7): schematic diagram of 8-point Rader-Brenner Radix-2 DIF FFT stage design.

At the end of this method the internal structure and timing diagram of Radix-2 Rader-Brenner DIF FFT are shown in Figures (8).

Figures (8) Radix-2 Rader-Brenner DIF FFT [image: image68.wmf]V
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5. System Implementation, Verification and Results:

The implementation phase consists of choosing a target device and the software used to implement the design described in chapter four. After that, all the components are written in schematic editor and can be tested by using simulator of the software to compare the results with standard software such as (MATLAB).

All the XC-4000 family has the same specifications except for their gate quantity in each device. Therefore, the target device is chosen after determining the number of gates (or CLB’S) needed for the design. 

The selected device is XC-4085 which contains 85000 gates (or 3136 CLB’S) on a single chip [31]. The selection is made for two reasons: first we need nearly 1800 to 2000 CLB’S in our design (as will be shown in section 5.4), and the second it’s for the availability and price.

Xilinx incorporation, the vendor of the target device is also the developer of various kinds of software that is detected for FPGA devices. They have a famous series called Xilinx Foundation Series. This Foundation Series can program any FPGA device produced by Xilinx up to the date of the released version. Also they have more professional tool called Xilinx ISE (Integrated System Environment). The selected software is Xilinx Foundation Series (F3.1i) and its simulator is used to simulate the schematic editor.[Zainalabedin ,1993; Xilinx, , 2000]

5.1 The Design Implementation:
Using the Foundation Series (F3.1i) and its schematic editor and VHDL of all components described as in chapter four was into single chip FPGA as shown in Figure (9) in following steps:
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Figure (9): Process Implementation into single chip FPGA.

In the digital design Stage the digital design is created as schematic digital and VHDL design editor. The schematic entry program utilizes graphic symbols of the circuitry.

The last schematic digital design is shown in Figure (5.2). The output of this program produces netlists. One must be sure the library sets of the targeted FPGA are available in the tool selected.

To check the designed system, clock and data inputs that represent samples of the main wave come from (A/D) device as seen in Table (1) and (2) for 8-point FFT and the Figure (10) show the result of  64-point FFT. Also the enable clock is set to active high and reset to low. All the above values can be generated using logic simulator software system by using insert waveform tool in Hexa form.

Table (1): The real data input of the system

	No. of point in FFT
	Value in decimal

Input to FFT
	Value in Hexa

Input to FFT
	Value in decimal

Output of FFT

	0
	-10
	F6
	-5

	1
	10
	0A
	37.67 -10.60j

	2
	20
	14
	-80 - 5i

	3
	-5
	FB
	2.32 -10.60j

	4
	-30
	E2
	5

	5
	-10
	F6
	2.32 +10.60j

	6
	20
	14
	-80 + 5j  

	7
	0
	00
	37.67 +10.60j


Table (2): The imaginary data input of the system

	No. of point in FFT
	Value in decimal

Input to FFT
	Value in Hexa

Input to FFT
	Value in decimal

Output of FFT

	0
	2+3j
	02+03j
	44 - 16j

	1
	3+4j
	03+04j
	29.79 + 16.82j

	2
	4+5j
	04+05j
	-4 + 4j

	3
	5+6j
	05+06j
	1.79 +14.48j

	4
	6-7j
	06-F9j
	-4

	5
	7-8j
	07-F8j
	-9.79 +11.17j

	6
	8-9j
	08-F7j
	-4 – 4j

	7
	9-10j
	09-F6j
	-37.79 - 2.48j
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Figure (10): result of power 64-point FFT to two sine waves has different frequency
The results in Hexa form are taken from simulator representing the data output of the system, also give the data output of all stages (top to bottom) in system corresponding to a clock.

IF the simulation result is checked with (MATLAB) or FPGA IEEE results and has agreements value, where its value is multiplied by a factor equal to 1000 as shown in Table (1,2). Then go to next step (Design Implementation-Mapping) but if the result has no agreements, then we must return to the first step (Design and Implementation) to correct the design.
In the Design Implementation stage, the netlist file produced by the design entry program is converted into the bit stream file, which configures the FPGA and the software gives translated report (Appendix B). 

The first step Maps the design on to the FPGA resources, the map report gave us all the details about how the design is mapped to fit inside the chip. As a result it contains important data 

Also the map report contains a list of the output signals and their assigned pins on the chip.
The second step places or assigns logic blocks that are created in the mapping process in specific locations in the FPGA. The third step routes the interconnect paths between the logic blocks. Then the place and route report is delivered (Appendix B) that contains information about the components placing in the chip and also contains data about the timing delay.
Also the pad report (Appendix B) is generated to illustrate the function of each pin of the chip. All the timing delay constraints were listed in the Asynchronous Delay report (Appendix B). This contained all the net delays inside the chip.

The last reports its timing report (Appendix B) gives also some important timing constraints, like “Maximum Frequency”.

At the last the output from Design Implementation and mapping is a Logic Cell Array File (LCA) for the particular FPGA. This LCA file is then converted into a bit stream file for configuring the FPGA.

The Design Verification Step tests the design's logic and timing using input stimuli. Various CAD software packages provide verification/simulation tools. These tools are designed to perform detailed characterization of the design, by performing both functional and timing simulations. In-circuit verification is another way to test the design. In-circuit verification tests the circuit under typical operating conditions. The Virtual Computer reconfigurable computer can be used as an in-circuit verification system. The output of this step is a simulation state, if the simulation fails we must go back to design entry, but if it passes then go to configuration FPGA. Figure (11) shows the propagation delay in system design.


Configuration is a process in which the circuit design (bit stream file) is downloaded into the FPGA. The method of configuring the FPGA determines the type of bit stream file. FPGA’s can be configured by a PROM. The serial PROM is the most common. The FPGA can either actively read its configuration data out of external serial or byte-parallel PROM (master mode), or the configuration data can be written into the FPGA (slave and peripheral mode), where the FPGA is used in a Reconfigurable Computing Platform, the bit stream file is converted into a High Level Language (i.e. 'C”) function. Through this method the FPGA is configured from within an application program.


To verify the work of the complete design, different kinds of signals have sinusoidal shape with DC. level but with different frequencies were applied to the chip. The entire input signals are sampled with Nyquist rate consisting of 8-bits. The result is shown in Figure (11).
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Figure (11): System result and work at real time.

6. Conclusions and Suggestions for Future Work:

Single chip Rader-Brenner Radix-2 DIF FFT techniques are designed and implemented in this work.

The designed system was tested using simulation software in PC. From the implementation report and simulation tests the following remarks have been concluded:

a. The systems operate successfully for real time applications for frequencies upto 30MHz. The Rader-Brenner Radix-2 DIF FFT method is the highest frequency because the data bits flow through FFT less operation than other methods.

b. The Rader-Brenner Radix-2 DIF FFT has the best chip design capacity due to number of multiplication being less than other methods.

c. The system works in real time because the input samples represented coming from A/D when fed, the FFT results will be ready at the end of the K sample or at the K-clock pulse. At this moment the output data from the FFT unit will be produced.

d. In order to graph the FFT magnitude vs. frequency in Hz, a frequency vector must be created. Because the Nyquist frequency (fs) occurs at point (n/2+1) of the N-point even length sequence, the frequency vector has (N/2+1) elements, evenly spaced between (0) and (fs) Hz.

e. The Bit stream file contains the netlist file; this file can be downloaded in an EPROM, which is connected to the XC-4085 device. The design file will be fed to the device after the power up operation.

The work can be expanded by design and implement the A/D in FPGA chip.
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