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Abstract 

The purpose of Text Mining is to process unstructured (textual) information, extract meaningful numeric indices from the text, and, thus, make the information contained in the text accessible to the various data mining (statistical and machine learning) algorithms. We have described here approach to text mining that is based on a preprocessing of documents to identify significant words and phrases to be used as attributes in the classification algorithm
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الخلاصة

الغرض من عملية التنقيب في النصوص لمعالجة المعلومات الغير مهيكلة واستخلاص ارقام ذات معنى من النصوص وكذلك وتفوير امكانية الوصول للمعلومات الموجودة في النص لمختلف خوارزميات التنقيب. بالاعتماد المعالجة الاولية للملفات النصية تم استخدام طريقة للتنقيب في النص لاستخدامها في استخراج وتحديد الكلمات المهمة في النص والتي تدخل لاحقا في خوارزميات التصنيف.
1. Introduction 

The success of the digital revolution and the growth of the Internet have ensured that huge volumes of high-dimensional multimedia data are available all around us. This information is often mixed, involving different data types such as text, image, audio, speech, hypertext, graphics, and video components interspersed with each other. The World Wide Web has played an important role in making the data, even from geographically distant locations, easily accessible to users all over the world. However, often most of this data are not of much interest to most of the users. The problem is to mine useful information or patterns from the huge datasets. Mining refers to this process of extracting knowledge that is of interest to the user [Mitra and Sushmita,2003].

In Text Mining the purpose is to process unstructured (textual) information, extract meaningful numeric indices from the text, and, thus, make the information contained in the text accessible to the various data mining (statistical and machine learning) algorithms. Information can be extracted to derive summaries for the words contained in the documents or to compute summaries for the documents based on the words contained in them. Hence, you can analyze words, clusters of words used in documents, etc., or you could analyze documents and determine similarities between them or how they are related to other variables of interest in the data mining project. In the most general terms, text mining will "turn text into numbers" (meaningful indices), which can then be incorporated in other analyses such as predictive data mining projects, the application of unsupervised learning methods (clustering), etc[Feldman, Sanger, 2007]. 
2. Related works
On 1995 Feldman and Dagan[Feldman, & Dagan, 1995] was one of the pioneers to give much attention to KDT (Knowledge discovery from text) or text mining. They describe KDT as a process to find out the profitable and usable information in texts. Thus, text mining can be broadly defined as a knowledge discovery process in which an individual extracts the useful information from a text-based data by using analysis tools [Feldman & Sanger, 2007]. As compare with the data mining which is an automatically process to discover useful information from structured data stored in the database[Tan,  1999], the main objective of text mining is to discover valuable knowledge embedded in semi-structured or non-structured document data [Losiewicz, & Kostoff, 2000].

Feldman and Sanger [Feldman & Sanger, 2007] indicate that the results of text mining usually represent the features of documents rather than the underlying documents themselves. Although the potential features of documents can be represented in various ways, the commonly types of feature used are: characters, words, terms, and concepts.

The overall text mining process may pass by several steps. Most known steps are shown in bellow [Lean Yu, etal. 2005]
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Fig.1. The process of text mining.

Stage I: Document collection




3. Preparing Text for Mining Operations
-Large numbers of small documents vs. small numbers of large documents. Examples of scenarios using large numbers of small or moderate sized documents were given earlier (e.g., analyzing warranty or insurance claims, diagnostic interviews, etc.). On the other hand, if your intent is to extract "concepts" from only a few documents that are very large (e.g., two lengthy books), then statistical analyses are generally less powerful because the "number of cases" (documents) in this case is very small while the "number of variables" (extracted words) is very large. 

-Excluding certain characters, short words, numbers, etc. Excluding numbers, certain characters, or sequences of characters, or words that are shorter or longer than a certain number of letters can be done before the indexing of the input documents starts. You may also want to exclude "rare words," defined as those that only occur in a small percentage of the processed documents. 

-Include lists; exclude lists (stop-words). Specific list of words to be indexed can be defined; this is useful when you want to search explicitly for particular words, and classify the input documents based on the frequencies with which those words occur. Also, "stop-words," i.e., terms that are to be excluded from the indexing can be defined. Typically, a default list of English stop words includes "the", "a", "of", "since," etc, i.e., words that are used in the respective language very frequently, but communicate very little unique information about the contents of the document. 

-Synonyms and phrases. Synonyms, such as "sick" or "ill", or words that are used in particular phrases where they denote unique meaning can be combined for indexing. For example, "Microsoft Windows" might be such a phrase, which is a specific reference to the computer operating system, but has nothing to do with the common use of the term "Windows" as it might, for example, be used in descriptions of home improvement projects. 

-Stemming algorithms. An important pre-processing step before indexing of input documents begins is the stemming of words. The term "stemming" refers to the reduction of words to their roots so that, for example, different grammatical forms or declinations of verbs are identified and indexed (counted) as the same word. For example, stemming will ensure that both "traveling" and "traveled" will be recognized by the text mining program as the same word. 

-Support for different languages. Stemming, synonyms, the letters that are permitted in words, etc. are highly language dependent operations. Therefore, support for different languages is important[Feldman, Sanger, 2007].

4. Suggested Approach to Text Mining

Text mining can be summarized as a process of "numericizing" text. The following shows suggested approach steps:
Step 1: (Counting) all words found in the input documents will be indexed and counted in order to compute a table of documents and words, i.e., a matrix of frequencies that enumerates the number of times that each word occurs in each document. 
Step 2: (Stemming)This basic process can be further refined to exclude certain common words such as "the" and "a" (stop word lists) and to combine different grammatical forms of the same words such as "traveling," "traveled," "travel," etc. 
Here we used dictionary of each word and its possible meaning.

Example: simple dictionary built as:

	1
	different
	Dissimilar
	unlike
	distinct

	2
	traviling
	roving
	wandering
	roaming

	:
	:
	:
	:
	:

	n
	identify
	recognize
	spot
	see


When one of meanings word occure in the table the count will be summed and two words consider one.

Step 3 : (Statistical analysis) once a table of (unique) words (terms) of documents has been derived, all standard statistical and data mining techniques can be applied to derive dimensions or clusters of words or documents, or to identify “important” words or terms that best predict another outcome variable of interest.
For example:
The word(s) of highest mode(s) may be identifying the subject of documents.

Step 4: (clustering)Once a data matrix has been computed from the input documents and words found in those documents, various well-known analytic techniques can be used for further processing those data including methods for clustering, or predictive data mining (see, for example[Manning and Schütze. 2002]). 

For demonstration we first sketch the data matrix as point in two dimensions space as shown in fig. 2. This program developed by author for testing prepuces.
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Fig. 2 data matrix points
K-Means Algorithm 

One of clustering algorithms used to separate similar groups of entries on data matrix.

The goal in k-means is to produce clusters from a set of objects, so that the squared-error objective function [Periklis Andritsos,2002]:
[image: image3.emf]
is minimized. In the above expression,. Ci are the clusters, p is a point in a cluster. Ci and mi  the mean of cluster Ci. The mean of a cluster is given by a vector, which contains, for each attribute, the mean values of the data objects in this cluster and. Input parameter is the number of clusters, k , and as an output the algorithm returns the centers, or means, of every cluster. Ci , most of the times excluding the cluster identities of individual points. The distance measure usually employed is the Euclidean distance. Both for the optimization criterion and the proximity index, there are no restrictions, and they can be specified according to the application or the user’s preference. The algorithm of K-means is as follows:

1. Select k objects as initial centers;

2. Assign each data object to the closest center;

3. Recalculate the centers of each cluster;

4. Repeat steps 2 and 3 until centers do not change;

K-means results was as in fig(3)
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Fig. (3)  Clustering process result.
From these groups we found a suitable of subtitles inside the document
5. Application of Text Mining
Then application that is often described and referred to as "text mining" is the automatic search of large numbers of documents based on key words or key phrases. This is the domain of, for example, the popular internet search engines that have been developed over the last decade to provide efficient access to Web pages with certain content [Mitra and Sushmita,2003].

. 

6. Conclusions

We have described here approach to text mining that is based on a preprocessing of documents to identify significant words and phrases to be used as attributes in the classification algorithm. The methods we describe use simple numerical measures to identify these attributes, without the need for any deep linguistic analysis. . In future work, we intend to use the framework described to compare all existing method, and to determine optimal approach for every documents type.
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