[image: image1.png]Integration Technology Typical number of devices Typical functions
SSI Bipolar 10-20 Gates and flip-flops
MSI Bipolar & MOS 50-100 Adders & counters

LSI Bipolar & MOS 100-10,000 ROM & RAM

VLSI CMOS (mostly) 10,000-5,000,000 Processors

WSI CMOS >5,000,000 DSP & special purposes





SSI, small-scale integration; MSI, medium-scale integration; LSI, large-scale integration; VLSI, very large-scale integration; WSI, wafer-scale integration.

Therefore, the average number of clock cycles per instruction (CPI) has

been used as an alternate performance measure. The following equation shows how to compute the CPI.
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It is known that the instruction set of a given machine consists of a number of instruction categories: ALU (simple assignment and arithmetic and logic instructions), load, store, branch, and so on. In the case that the CPI for each instruction category is known, the overall CPI can be computed as
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where Ii is the number of times an instruction of type i is executed in the program and CPIi is the average number of clock cycles needed to execute such instruction.

example Consider computing the overall CPI for a machine A for which the

following performance measures were recorded when executing a set of benchmark programs. Assume that the clock rate of the CPU is 200 MHz.

[image: image4.png]Instruction

Percentage of

No. of cycles

category occurrence per instruction
ALU 38 1
Load & store 15 3
Branch 42 4
Others 5 5





Assuming the execution of 100 instructions, the overall CPI can be computed as
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It should be noted that the CPI reﬂects the organization and the instruction set architecture of the processor while the instruction count reflects the instruction set architecture and compiler technology used. This shows the degree of interdependence between the two performance parameters. Therefore, it is imperative that both the  CPI and the instruction count are considered in assessing the merits of a given computer or equivalently in comparing the performance of two machines.

A different performance measure that has been given a lot of attention in recent years is MIPS (million instructions-per-second (the rate of instruction execution per unit time)), which is deﬁned as
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Execution time x 106 CPI x 10°





example Suppose that the same set of benchmark programs considered above were executed on another machine, call it machine B, for which the following measures were recorded.

[image: image7.png]Instruction Percentage of No. of cycles

category occurrence per instruction
ALU 35 1
Load & store 30 2
Branch 15 3
Others 20 5





What is the MIPS rating for the machine considered in the previous example

(machine A) and machine B assuming a clock rate of 200 MHz?
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It is interesting to note here that although MIPS has been used as a performance measure for machines, one has to be careful in using it to compare machines having different instruction sets. This is because MIPS does not track execution time. Consider, for example, the following measurement made on two different machines running a given set of benchmark programs.
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Instruction instructions cycles per
category (in millions) instruction

Machine (A)

ALU 8 1
Load & store 4 3
Branch 2 4
Others 4 3
Machine (B)
ALU 10 1
Load & store 8 2
Branch 2 4
Others 4 3
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The example shows that although machine B has a higher MIPS compared to machine A, it requires longer CPU time to execute the same set of benchmark programs.

The performance of a machine regarding one particular program might not be interesting to a broad audience. The use of arithmetic and geometric means are the most popular ways to summarize performance regarding larger sets of programs (e.g., benchmark suites). These are deﬁned below.
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where execution timei is the execution time for the ith program and n is the total number of programs in the set of benchmarks.

The following table shows an example for computing these metrics.

[image: image14.png]CPU time on CPU time on
Ttem computer A (s) computer B (s)
Program 1 50 10
Program 2 500 100
Program 3 5000 1000
Arithmetic mean 1835 370
Geometric mean 500 100





Amdahl’s Law

The performance gain that can be obtained by improving some portion of a computer can be calculated using Amdahl’s Law. Amdahl’s Law states that the performance improvement to be gained from using some faster mode of execution is limited by the fraction of the time the faster mode can be used. 

Amdahl’s Law deﬁnes the speedup that can be gained by using a particular

feature. What is speedup? Suppose that we can make an enhancement to a computer that will improve performance when it is used. Speedup is the ratio
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Speedup =
Performance for entire task without using the enhancement
Alternatively,
Execution time for entire task without using the enhancement
Speedup =

Execution time for entire task using the enhancement when possible




The execution time using the original computer with the enhanced mode will be the time spent using the unenhanced portion of the computer plus the time spent using the enhancement:
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EXERCISES

1. What has been the trend in computing from the following points of view?

(a) Cost of hardware

(b) Size of memory

(c) Speed of hardware

(d) Number of processing elements

(e) Geographical locations of system components

3. Compare uniprocessor systems with multiprocessor systems in the following aspects:

(a) Ease of programming

(b) The need for synchronization

(c) Performance evaluation

(d) Run time system

4. Consider having a program that runs in 50 s on computer A, which has a

500 MHz clock.We would like to run the same program on another machine,

B, in 20 s. If machine B requires 2.5 times as many clock cycles as machine

A for the same program, what clock rate must machine B have in MHz?

5. Suppose that we have two implementations of the same instruction set architecture. Machine A has a clock cycle time of 50 ns and a CPI of 4.0 for some program, and machine B has a clock cycle of 65 ns and a CPI of 2.5 for the same program. Which machine is faster and by how much?

6. A compiler designer is trying to decide between two code sequences for a

particular machine. The hardware designers have supplied the following

facts:
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For a particular high-level language, the compiler writer is considering two

sequences that require the following instruction counts:

[image: image18.png]Instruction counts

Code (in millions)
sequence A B c
1 2 1 2

2 4 3 1




What is the CPI for each sequence? Which code sequence is faster? By how

much?

7. Consider a machine with three instruction classes and CPI measurements as

follows:
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class instruction cl.
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Suppose that we measured the code for a given program in two different

compilers and obtained the following data:

[image: image20.png]Instruction counts
(in millions)

Code _nmrem
sequence A B c
Compiler 1 15 5 3

Compiler 2 25 2 2




Assume that the machine’s clock rate is 500 MHz.Which code sequence will

execute faster according to MIPS? And according to execution time?

8. Three enhancements with the following speedups are proposed for a new

machine: Speedup(a) ¼ 30, Speedup(b) ¼ 20, and Speedup(c) ¼ 15.

Assume that for some set of programs, the fraction of use is 25% for

enhancement (a), 30% for enhancement (b), and 45% for enhancement (c).

If only one enhancement can be implemented, which should be chosen to

maximize the speedup? If two enhancements can be implemented, which

should be chosen, to maximize the speedup?

